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1. (a) Define the binary valued r.v.s: B = “battery charged/low”, D =
“drops/does not drop ball”, and R = “reports/does not report a dropped
ball”. The following DAG describes the situation:
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The pmf for B is: pg(1l) = 0.95, pp(0) = 0.05. The tables for the

conditional pmfs are:

D\B| 0 1 R\D|0 1
pop=_ 0 |01 099 prp=_ 0 |1 01
109 001 1|0 09

0.0405, and pp r(1,1) = pr(1) X1_y Poa(E|)prp(1]i) = 0.95 - (0.9 -
0+ 0.01-0.9) = 0.00855, so pr(1) = 0.0405 + 0.00855 = 0.04905, and

pe(0]y) = P2
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Only the node B is d-separated from F.

(a)

(b) p.c(0,1) = ZizopA(a)pB‘A(O\a)pC‘A(l\a) =04-0.3-0.840.6-0.6-
0.1 = 0.132, and pp(0) = 3}, pa(a)ppa(0la) = 0.4-0.3+0.6-0.6 =
0.48, so we get:
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(¢) The “do”-conditioning removes the edge (A, B) from the DAG. In
the new DAG, B L C ||g 0, so B and C are independent. Therefore,

peis(1 ] 0) = pe(1) = 3o s pala)peia(lla) = 0.4-0.840.6-0.1 = 0.38.



3. (a) The ML estimates are: «/9\,471 = 0.6; /9\37171 =z, /Q\E7071’0 = 0.25.
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(b) The prior distributions are Beta(3,2) and Beta(1, 1.5). Since

r 14! re+4. .5 - 4.5I'(4.
(9+6) = = 18018; (2+45) = 5.5 4.51(4.5) = 24.75,
roure) 8s! '(2)I'(4.5) ['(4.5)
the posterior pdfs are:
18018 - 8%(1 —0)°, 0< 6O <1;
faa(0) = 1-6) .
0, otherwise,
24.75-0(1 — 0)3°, 0<0<1;
) =
fpo.0d) {0, otherwise.
(c) The Bayes estimates are: 6,4, = = = 0.6; Oro10 = 2~ 0.3077.

4. (a) The moralized graph:

The moralized graph is not decomposable, since it contains a cycle of
length 4 without a chord: X; — X, — Xg — X3 — Xj.

(b) Xg, X2 (ﬁll—ln X1 —X5), X3 (ﬁll—ln X1 —X6>, X(; (ﬁll-ln X1 —X7),
X17 X57 X77 X4-

(¢) A junction tree:




A fully active schedule:

X1X3X6 — X1X4X6X7; X1X4X6X7 — X1X4X5X7; X1X2X4X5 —
X1 Xy X5X7; Xy X5 X7 Xy — Xi Xy X X7 X0 XuX5X7 — Xy X5 X7 X5;
X1X4X5X7 — X1X2X4X5; X1X4X5X7 — X1X4X6X7; X1X4X6X7 —
X1 X3Xg.

. (a) There are exactly three such subsets: {C'}, {E}, and {C, E'}.

(b) According to the intervention formula,

bv
Pv\{D}||D = ——— = PCPE|CPA|EPF|DPB|A,F-
Ppic

Marginalizing over B, F', E, and C (in that order), we get:

payplalld) = > Y pe(e)ppclelc)paplale)  Va € xa,d € xp.
cEXC EXE
Since A L C ||g £ (why?), it holds that A L C|E, so pajc,e(alc,e) =

paje(ale) for all @ € xa,¢c € xc,e € xg such that pcg(c,e) > 0.
Therefore,

payp(alld) = Z ZPC c)peiclelc)pac,e(ale, e)

cEXC EEXE

=> Y pele)papclacele) =Y pelc)paclale) Va € xa,d € xp.

cEXC EEXE ceExc

. We must show that X L Y |g Z and that X L W ||g Z. To prove the
first claim, assume that 7 is a trail in G connecting X and Y, such that
no node in 7 belongs to Y (apart from the end node). Then, either 7
has a collider node « such that neither o nor any of its descendants



belong to W U Z, in which case Z blocks 7; or 7 has no such collider
node, but has a chain or fork node 5 which belongs to WU Z. If 5 € Z,
then Z blocks 7, while if 5 € W (and 7 has no chain or fork node
belonging to Z), then there is a trail 7/ C 7 (a subtrail of 7) connecting
X and W, which contains no chain or fork node belonging to Y U Z.
By assumption, then, 7/ has a collider node ' such that neither o’ nor
any of its descendants belong to Y U Z, implying that Z blocks 7.

The second claim is proven in exactly the same way, by reversing the
roles of Y and W.



