
TAMS46: Probability Theory (Second Course)
∣∣∣ Provkod: TEN1 ∣∣∣ 08 January 2021, 08:00-12:00

Examiner: Xiangfeng Yang (013-285788). Things allowed: a calculator, an English-Swedish dictionary.
Scores rating (Betygsgränser): 8-11 points giving rate 3; 11.5-14.5 points giving rate 4; 15-18 points giving rate 5.

1 (3 points)

Let X be a continuous random variable with a density function fX(x) =
√

2
π · x

2 · e−x2/2 for x > 0 (otherwise the

density function is zero). Let Y = X2. Find the density function fY (y) of Y.

Solution. Let Y = g(X) = X2, then g−1(y) =
√
y for y > 0 and J = y−1/2/2. Then

fY (y) = fX(g−1(y)) · |J | =
√

2

π
· y · e−y/2 · y

−1/2

2
=

√
1

2π
· y1/2 · e−y/2, for y > 0. (otherwise it is zero)

2 (3 points)

Let Xn ∼ Ge(2/n) and Yn ∼ Po(2n) for n = 2, 3, 4, . . . .
(2.1) (1.5p) Prove that Xn/n converges in distribution as n→∞, and determine the limiting distribution.
(2.2) (1.5p) Prove that Xn/Yn converges in distribution as n→∞, and determine the limiting distribution.

Solution. (2.1) The characteristic function of Xn/n is

ϕXn/n(t) = ϕXn
(t/n) =

2
ne

it/n

1− (1− 2/n)eit/n
=

1

(1− eit/n) · n/2 · e−it/n + 1

=
1

(e−it/n − 1) · n/2 + 1
=

1

(−it/n+ o(1/n)) · n/2 + 1

→ 1

−it/2 + 1
= ϕExp(1/2)(t).

(2.2) The characteristic function of Yn/(2n) is

ϕYn/(2n)(t) = ϕYn
(t/(2n)) = exp{2n(eit/(2n) − 1)} = exp{2n(it/(2n) + o(1/n))} → eit = ϕ1(t).

Therefore Yn/(2n) converges to 1. Therefore, it is from the Cramér-Slutsky’s theorem that,

Xn

Yn
=
Xn/(2n)

Yn/(2n)
→

1
2 · Exp(1/2)

1
=

1

2
· Exp(1/2).

3 (3 points)

Let N ∼ Fs(p), and let X1, X2, . . . be independent Exp(1) random variables which are independent of N. Find the
moment generating function ψSN

(t) of SN = X1 +X2 + . . .+XN .

Solution. It is from Theorem 6.3 of the book that the moment generating function is, with q = 1− p,

ψSN
(t) = gN (ψX(t)) =

p/(1− t)
1− q/(1− t)

=
1

1− t/p
= ψExp(1/p)(t).
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4 (3 points)

Let X1, X2, . . . , Xn be independent random variables with a common distribution function F (X) (that is,
F (x) = P (Xi ≤ x)). Let X(1) = min{X1, X2, . . . , Xn} and X(n) = max{X1, X2, . . . , Xn}. Find the joint distribution
function FX(1),X(n)

(x, y) of (X(1), X(n)).

Solution. First,

P (X(1) > x,X(n) ≤ y) =

{
P (x < Xk ≤ y, for k = 1, 2, . . . , n) = (F (y)− F (x))n, if x < y,

0, if x ≥ y.

Therefore,

FX(1),X(n)
(x, y) = FX(n)

(y)− P (X(1) > x,X(n) ≤ y)

=

{
F (y)n − (F (y)− F (x))n, if x < y,

F (y)n, if x ≥ y.

5 (3 points)

Let N ∼ Ge(p) and X = (−1)N . Compute the mean E(X) and the variance V ar(X).

Solution.

E(X) = E(E(X|N)) =

∞∑
k=0

E(X|N = k) · P (N = k) =

∞∑
k=0

E((−1)k|N = k) · P (N = k) =

∞∑
k=0

(−1)kpqk

= p

∞∑
k=0

(−q)k = p/(1 + q) = p/(1 + (1− p)) = p/(2− p).

V ar(X) = E(X2)− (E(X))2 = 1− (p/(2− p))2 =
4− 4p

(2− p)2
,

where E(X2) = E(E(X2|N)) =
∑∞
k=0(−1)2k · P (N = k) =

∑∞
k=0 P (N = k) = 1.

6 (3 points)

(6.1) (1.5p) Let X1 ∼ N(µ1, σ
2
1) and X2 ∼ N(µ2, σ

2
2) be two independent normal random variables. Prove that X1 +X2

is also a normal random variable.
(6.2) (1.5p) Let X3 ∼ N(µ3, σ

2
3) and X4 ∼ N(µ4, σ

2
4) be two normal random variables (which might not be independent).

Does X3 +X4 have to be a normal random variable? If yes, then prove it. If not, then construct a counterexample.
(Hint: note that any constant c should be regarded as a normal random variable with mean c and variance 0.)

Solution. (6.1) The characteristic functions of X1 and X2 are (see Appendix B):

ϕX1
(t) = eiµ1t−σ2

1t
2/2 and ϕX2

(t) = eiµ2t−σ2
2t

2/2.

It is from the independence that

ϕX1+X2
(t) = E(eit(X1+X2)) = ϕX1

(t) · ϕX2
(t) = ei(µ1+µ2)t−(σ2

1+σ
2
2)t

2/2.

Therefore, X1 +X2 ∼ N(µ1 + µ2, σ
2
1 + σ2

2).
(6.2) X3 +X4 does NOT have to be normal. A counterexample is: let X3 ∼ N(0, 1) and Z be independent with
P (Z = −1) = P (Z = 1) = 1/2, and define X4 = Z ·X3. Then X4 ∼ N(0, 1) : why? because

P (X4 ≤ x) = P (Z ·X3 ≤ x) =
1

2
P (X3 ≤ x) +

1

2
P (−X3 ≤ x)

=
1

2
P (N(0, 1) ≤ x) +

1

2
P (−N(0, 1) ≤ x) ( note that P (−N(0, 1) ≤ x) = P (N(0, 1) ≤ x))

= P (N(0, 1) ≤ x).
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Now one can see that X3 +X4 is NOT a normal random variable since:

P (X3 +X4 = 0) = P (X3 · (1 + Z) = 0) = P (Z = −1) = 1/2.










