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Outline

• Common concepts for single-solution based metaheuristics
• Neighborhood
• Very large neighborhoods

• Heuristic search in large neighborhood
• Exact search in large neighborhood

• Initial solution
• Fitness landscape analysis

• Distance in search space
• Landscape properties
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Single-Solution Based Metaheuristics
(S-metaheuristics)

• Improve a single solution 
• walk though neighborhoods by performing iterative procedures that move 

from the current solution to another one in the search space
• Have two iterative phases:

• Generation phase
• Replacement phase
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Main Principles of S-metaheuristics

A set of candidate solutions 
are generated from the current 

solution s

A selection is performed from 
the candidate solution set C(s)
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Neighborhood

• Neighborhood 
• A neighborhood function N is a mapping 𝑁𝑁 ∶ 𝑆𝑆 → 2𝑆𝑆 that assigns to each 

solution s of S a set of solutions N(s) S.
• Move operator m
• Depends strongly on the representation

• Continuous or discrete space

• Locality: the effect on the solution when performing the move in the 
representation

• Strong locality
• Weak locality
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Neighborhood of a continuous and a discrete 
binary problem

Euclidean distance Hamming distance
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Local optimum
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k-distance neighborhood vs. k-exchange 
neighborhood

Not good for scheduling problems: 2-opt operator 
will generate a very large variation (weak locality)
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Neighborhood for permutation scheduling 
problems

• Position-based • Order-based
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Very large neighborhoods
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Very large neighborhood
strategies
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Heuristic search in large
neighborhoods

• A partial set of the large neighborhood is generated → Finding the best 
neighbor is not guaranteed

• Variable depth methods: k-distance or k-exchange
• Ejection chains: a sequence of coordinated moves, alternating paths 

methods that is alternating sequence of addition and deletion
• Cyclic exchange: for partitioning problems
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Ejection chain
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Cyclic exchange
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Very large neighborhood
strategies
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Exact search in large neighborhoods

• The main goal is to find an improving neighbor, search large 
neighborhood in a polynomial time

• Path finding: shortest path and dynamic programming
• Matching: well-known polynomial time matching

• a
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Exact search in large neighborhoods (cont.)

• Dynasearch
• Polynomial exploration of exponentially large neighborhood
• Where solutions are encoded by permutation
• Two-exchange move, based on a Hamiltonian path between 𝜋𝜋 1 𝑎𝑎𝑎𝑎𝑎𝑎 𝜋𝜋(𝑎𝑎)
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Polynomial-specific neighborhood

• Some NP hard problems maybe solved in polynomial time for some 
restricted input instances

• Halin graph: TSP

If formed by embedding a tree having no degree-2 vertices and connecting it leaves by a 
cycle that crosses none of its edges
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Initial solution

• Strategies:
• Random: quick but might take much larger number of iterations to converge
• Greedy: faster but not always is better
• Hybrid: combining both random and greedy approaches

• Trade off between quality of the solutions and computational time
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Incremental Evaluation of the Neighborhood

• The evaluation of objective function is expensive
A complete evaluation of the objective function
Incremental evaluation: evaluation ∆(𝑠𝑠,𝑚𝑚) of the objective function 

(s: the current solution, m: the applied move)
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Fitness landscape analysis

• Superiority of algorithms: No algorithm is always the best
• Effectiveness of metaheuristics depends on:

• Properties of the landscape(roughness, convexity,etc)
• Instances to solve

• Landscape is defined by :
• Representation
• Neighborhood
• Objective function

• Is performed in the hope to predict the behavior of different search 
components (representation, search operators, and objective function) 
of a metaheuristic
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Definitions

• Search space: A directed graph G = (S,E), where set of vertices S 
corresponds to the solutions of the problem, and E corresponds to the 
move operators

• Fitness landscape: The fitness landscape l may be defined by the 
tuple (G,f), where f represents objective function that guides the search
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Representation of landscape using the 
geographical metaphor
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Conexity of the search space

• For any solutions si and sj, there should be a path from si to sj→ Form 
any initial solution si there will a path to the S*
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Distance is search space

• The minimum number of applications of the move operator to obtain 
solution Sj from solution Si

• Properties: separative, symmetrical, triangular
• Distance in usual search spaces

• Binary representations and flip move aperator (Hamming distance), Size of 
Search space = 2n , Diameter = n

• Permutation representations and the exchange move operator, Size of Search 
space = n! , Diameter = n-1

• Coherent Distance: must be related to the  search operator 
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Landscape properties

• Landscape properties indicators
• Global
• Local

• Two different statistical measures:
• Distribution measures : study the topology of local optima solutions
• Correlation measures: analyze the rugosity of the landscape and the correlation 

between the quality of solutions and their relative distance
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Distribution measures

• Objective: distribution analysis of the local optimal solutions in the 
landscape projected both in the search space G and in the objective 
space f

• Distribution indicators
• Distribution in the search space
• Entropy in the search space
• Distribution in the objective space
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Distribution in the search space
• For a population P of S:

• Average distance

• Normalized average distance

• Diameter of a population

A weak distance: solutions belonging to the population P are clustered in a small region of the 
search spcae
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Entropy

• To measure diversity of a given population in the search spcae
• Different mathematical formulation
• Weak: reveals a concentration of solutions
• High: shows an important dispersion of the solution in the search space
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Distribution in the objective space
• The amplitude of an arbitary population P of solutions is the relative 

difference between the best quality of the population P and the worst 
one:

• Relative variation of Amp between a starting random population and 
the final population:

• The average gap of the relative gaps between the cost of the 
population of the local optima and the global optima solutions:
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Correlation measures
• Objective: estimate the ruggedness of the landscape along with the 

correlation between the quality of solutions and their distance to a global 
optimal solution

• Correlation indicators
• Length of the walks
• Autocorrelation function
• Fitness distance correlation
• Deception
• Epistasis
• Multimodality
• Neutrality
• Fractal
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Length of the walks

l(P): The length of the walk starting with the solution 𝑝𝑝 ∈ 𝑃𝑃

• Information about ruggedness
• More number of optima and short walks: rugged
• Few number of optima and long walks: smooth
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Autocorrelation function

• Measures the ruggedness
• Correlation of solutions in the search space with distance d

P(1) considers only neighboring solutions

• A low value: the variation of fitness between two neighbors is equal on 
average to the variation between any two solutions and the landscape 
is rugged
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Autocorrelation function(cont.)

• Random walk:

• Correlation length

• The smaller is the correlation length, the more rugged is the associated 
landscape and harder is the search.

m: size of random walk
s: distance between solutions
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Fitness distance correlation

• Measures how much the fitness of a solution correlates with the 
distance to the global optimum

𝐹𝐹 = 𝑓𝑓1,𝑓𝑓2, … ,𝑓𝑓𝑛𝑛 𝐷𝐷 = {𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛}
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Fitness distance correlation (cont.)

• FCD
• Straightforward 

• large positive
• easy to solve
• as the fitness decreases, the distance to the global optimum also decreases

• Misleading
• Large negative
• The move operator will guide the search away from the global optimum

• Difficult
• Near-zero
• There is no correlation between fitness and distance
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Fitness distance correlation (cont.)

• Fitness distance plot: fitness of the solutions against their distance to 
the global optima
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Breaking plateaus in a flat landscape
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Breaking plateaus in a flat landscape (cont.)

• A metaheuristic has difficulties to be guided in the neighborhood of 
the current solution

• Changing objective function  (embedding more information to have a 
significant improvement in quality of the related solutions)

• Discrimination criterion 𝑓𝑓′, can discriminate points that have the same value 
for the main criterion f

• Solutions with the same value in the objective space but with different value 
with regarded to decision space
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