
TAMS46: Probability Theory (Second Course)
∣∣∣ Provkod: TEN1 ∣∣∣ 09 January 2025, 14:00-18:00

Examiner: Xiangfeng Yang (013-285788). Things allowed: a calculator, a self-written A4 paper (two sides).
Scores rating (Betygsgränser): 8-11 points giving rate 3; 11.5-14.5 points giving rate 4; 15-18 points giving rate 5.
Notation: ‘A random variable X is distributed as...’ is written as ‘X ∈ ... or X ∼ ... ’

1 (3 points)

Let X ∼ Exp(1) and Y ∼ Exp(1) be two independent exponential random variables.
(1.1) (2p) Find the conditional density function fX|X+Y=2(x) of X given that X + Y = 2.
(1.2) (1p) Find the conditional expectation E(X|X + Y = 2).

Solution. (1.1) Let U = X and V = X + Y. Then

X = U, Y = V − U, J = |∂(x y)

∂(u v)
| = 1, 0 < u < v.

Therefore the joint probability density function of (U, V )′ is, based on fX,Y (x, y) = e−x · e−y,

fU,V (u, v) = f(x−1(u, v), y−1(u, v))|J | = e−u · e−(v−u) = e−v, 0 < u < v.

The density function fV (v) of V is then

fV (v) =

∫ v

0

fU,V (u, v)du =

∫ v

0

e−vdu = v · e−v, v > 0.

Therefore, the conditional density function fX|X+Y=2(x) is

fX|X+Y=2(x) =
fU,V (x, 2)

fV (2)
=

e−2

2 · e−2
=

1

2
, 0 < x < 2.

(1.2)

E(X|X + Y = 2) =

∫ 2

0

x · fX|X+Y=2(x)dx =

∫ 2

0

x · 1
2
dx = 1.

2 (3 points)

Let X ∼ U(0, 1) be an uniform random variable. Let Y be a random variable depending on X in the following way:

Y |X = x ∼ U(0, 1− x), 0 < x < 1.

(2.1) (1p) Find E(Y ).
(2.2) (2p) Find E(X · Y ).

Solution. (2.1) It is from Y |X = x ∼ U(0, 1− x) that E(Y |X) = 1−X
2 , which implies that

E(Y ) = E(E(Y |X)) = E(
1−X

2
) =

1

2
E(1−X) =

1

2
(1− 1

2
) =

1

4
.

(2.2)

E(X · Y ) = E(E(X · Y |X)) = E(X · E(Y |X)) = E(X · 1−X

2
) =

1

2
(E(X)− E(X2)) =

1

2
(
1

2
− 1

3
) =

1

12
.
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3 (3 points)

A Galton-Watson process starts with one individual who reproduces according to the following principle:

# of children Y 0 1 2
probability p(y) 1

6
1
2

1
3

The children reproduce according to the same rule, independently of each other, and so on. Find the probability of
extinction.

Solution. According to Section 3.7 on the book, the probability of extinction is the smallest nonnegative root of the
equation

t = g(t)

where g(t) is the probability generating function of Y, that is

g(t) = E(tY ) = t0 · P (Y = 0) + t1 · P (Y = 1) + t2 · P (Y = 2) =
1

6
+

1

2
t+

1

3
t2.

The equation t = g(t) has two roots: t = 1 and t = 1/2. Therefore the probability of extinction is 1/2.

4 (3 points)

Let X1, X2, . . . be i.i.d. U(0, 1) uniform random variables. Show that

(4.1) (1.5p) max1≤k≤n Xk
p−−→ 1, as n → ∞.

(4.2) (1.5p) min1≤k≤n Xk
p−−→ 0, as n → ∞.

Solution. (4.1) For any small ϵ > 0, it holds that

P (| max
1≤k≤n

Xk − 1| > ϵ) = P ( max
1≤k≤n

Xk > 1 + ϵ) + P ( max
1≤k≤n

Xk < 1− ϵ) = 0 + P ( max
1≤k≤n

Xk < 1− ϵ)

= P (X1 < 1− ϵ,X2 < 1− ϵ, . . . ,Xn < 1− ϵ) = (P (X1 < 1− ϵ))n = (1− ϵ)n → 0,

which proves that max1≤k≤n Xk
p−−→ 1, as n → ∞.

(4.2) For any small ϵ > 0, it holds that

P (| min
1≤k≤n

Xk| > ϵ) = P ( min
1≤k≤n

Xk > ϵ) + P ( min
1≤k≤n

Xk < −ϵ) = P ( min
1≤k≤n

Xk > ϵ) + 0

= P (X1 > ϵ,X2 > ϵ, . . . ,Xn > ϵ) = (P (X1 > ϵ))n = (1− ϵ)n → 0,

which proves that min1≤k≤n Xk
p−−→ 0, as n → ∞.

5 (3 points)

Let X1, X2 and X3 be i.i.d. N(2, 1) normal random variables. Find the distribution of X1 + 3X2 − 2X3 given that
2X1 −X2 = 1.

Solution. Let us define Y1 = X1 + 3X2 − 2X3 and Y2 = 2X1 −X2. As (X1, X2, X3) is a 3-dim normal random vector, we
know that (Y1, Y2) is a 2-dim normal random vector. To obtain its mean vector µY and covariance matrix ΛY , we
compute the following:

E(Y1) = E(X1 + 3X2 − 2X3) = E(X1) + 3E(X2)− 2E(X3) = 4,

E(Y2) = E(2X1 −X2) = 2E(X1)− E(X2) = 2,

V (Y1) = V (X1 + 3X2 − 2X3) = V (X1) + 32V (X2) + (−2)2V (X3) = 14,

V (Y2) = V (2X1 −X2) = 22V (X1) + (−1)2V (X2) = 5,

cov(Y1, Y2) = E[(Y1 − E(Y1))(Y2 − E(Y2))] = E[(X1 + 3X2 − 2X3 − 4)(2X1 −X2 − 2)] = −1.
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Therefore,

µY = (4, 2)′, ΛY =

(
14 −1
−1 5

)
=

(
(
√
14)2 −1√

14
√
5
·
√
14

√
5

−1√
14

√
5
·
√
14

√
5 (

√
5)2

)

where the correlation coefficient is ρ = −1√
14

√
5
. Then according to Book: Section 5.6 #(6.2),

Y1|Y2 = 1 ∼ N(µ, σ2),

where µ = 4 + ρ
σY1

σY2
(1− 2) = 4 + 1

5 = 4.2, and σ2 = 14(1− ρ2) = 69
5 = 13.8.

6 (3 points)

Let X1, X2, . . . be i.i.d. L(a) Laplace random variables, and let N ∼ Po(m) be independent of X1, X2, . . . . Define
SN = X1 +X2 + . . .+XN (where S0 = 0).
(6.1) (2p) Find the characteristic function φSN

(t) of SN .
(6.2) (1p) Find the limit distribution of SN as m → ∞ and a → 0 in such a way that m · a2 → 1. (Hint: limit of φSN

(t))

Solution. (6.1) It is noted that φX(t) = 1
1+a2t2 , therefore

φSN
(t) = E(eitSN ) = gN (φX(t)) = em(φX(t)−1) = e

m( 1
1+a2t2

−1)
= e

− ma2t2

1+a2t2 .

(6.2) Taking into account m → ∞ and a → 0 in such a way that m · a2 → 1, it follows that

φSN
(t) = e

− ma2t2

1+a2t2 → e−t2 = φN(0,2)(t).

That is SN
d−−→ N(0, 2).
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