TEKNISKA HOGSKOLAN I LINKOPING
Matematiska institutionen
Beridkningsmatematik /Fredrik Berntsson

Exam TANAQ9 Datatekniska berdkningar

Date: 14-18, 18th of January, 2025.
Allowed:

1. Pocket calculator
Examiner: Fredrik Berntsson

Marks: 25 points total and 10 points to pass.

Jour: Fredrik Berntsson - (telefon 01328 28 60)

Good luck!






(5p) 1:

(2p) 2:

(2p) 3:

a) Let a = 712.6623 be an exact value. Round the value a to 6 significant digits
to obtain an approximate value a. Also give a bound for the absolute error in
a.

b) Let x = 37.119875. Write = in normalized form and give a bound for the
relative error when x is stored on a computer using the floating point system
(10,5, —10, 10).

c) Explain why the formula y = cos z — 1 can give poor accuracy when evaluated,
for small x, on a computer. Also propose an alternative formula that can be
expected to work better.

d) Let y = /1 + a/2, where a = 1.27 £+ 0.02. Compute the approximate value ¥
and give an error bound.

We have the following table

zr | 10 13 15
flz) | 1.284 1.413 1.475

with correctly rounded function values. Use linear interpolation to approximate the
function value f(1.18). Also give a complete error estimate.

We compute the function
f(z) =1—2xcos(z)

for small z values on a computer with unit round off g =1.11- 10716, Preform an
analysis of the computational errors to obtain a bound for the relative error in the
computed results f(z). For the analysis you may assume that all computations are
performed with a relative error at most u. Also, use the obtained bound to argue
if cancellation occurs during the computations. In case of cancellation also suggest
an alternative formula that can be expected to give better accuracy.



(4p) 4: The non-linear equation f(z) =1 — 2+ cos(z/2) = 0 has a root x* ~ 1.34. Do the
following:

a) The equation Formulate the Newton-Raphson method for finding approxima-
tate solutuins  ~ z*. Also perform k& = 3 iterations with the method using
the initial guess xo = 1.34.

b) Estimate the error in the approximate root z = 1.336056 ~ z*.

c) An iterative method xp1 = @(zx) has at least quadratic convergence if the
iteration function satisfies ¢'(z*) = 0, where z* is the fixed point, or the
root of the equation f(z) = 0. Present a definition that clearly shows what
quadratic convergence means and also show that the Newton-Raphson method
has quadratic convergence if x* is a single root.

(3p) 5: Do the following

a) A computer program has computed the decomposition PA = LU and the

output is
1 0 O 1.7 =23 —-14 1 00
L=| —-1.7 1 0 U= 0 12 -05 P=10 01
0.3 08 1 0 0 3.1 010

Determine if pivoting was used correctly during the computations. Motivate
your answer!

b) Let
22 =09 -13
A= 11 —07 12 |,
-1.1 05 038

and find a Guass transformation matrix M; so that M; A has zeroes below the
diagonal in the first column.

c) Let
03 —-09 -1.3
A= 21 —01 o7 |,
-1.1 —-16 0.8

and compute [|A||o.



(4p) 6:

(2p) T

(5p) 8:

Let A € R™" be a matrix and A = UXVT be the singular value decomposition.
Do the following:

a) Suppose m = n and rank(A) = n. Show that the formula

n

provides a solution to Az = b. Is the solution unique?

b) Suppose rank(A) = n. Clearly demonstrate how the matrices U and V' provides
basis vectors for the spaces Range(A) and null(A). What are the dimension of
the range and null space respectively.

c) Show that ||A|ly = o1 and if A~! exists then ||[A7Y||y = 1/0,,.

The Trapezoidal method computes an approximation

T(h)~1 :/ f(z)dx,

where the accuracy depends on the step size h used. The truncation error of the
method can be described as Ry &~ C'h?. We compute a few approximations T'(h) of
the exact integral I and obtain

h | 04 0.2 0.1
T(h) [ 1.5826 1.5672 1.5635

Use the table to determine C' and p. Also estimate the step size h needed for the
error to be of magnitude 10™*. Present your calculations.

a) Let s(z) be defined by two cubic polynomials,

s(z) = si(z) = 0.9+ 0.1z + 0.62% + 0.423, 0<z<l,
T s2@) =20+ c(z— 1)+ ez —1)2+04(x—1)3, 1<z<2.

Find the appropriate values for the constants ¢; and ¢, so that s(x) is a cubic
spline.

b) Let P, = (1,0)7, P, = (1,3)T, s = (4,3) and P, = (4, 2)T. Draw a
sketch that clearly shows the convex hull formed by these points. Also use the
available information to draw the cubic Beziér curve formed by the four points
Py, ..., P, as accurately as possible.

c) Use the identity 1 = 13> = (1 — ¢ + )3 to derive the expression for a cubic
Beziér curve. Also draw a clear sketch that shows an example of a continuously
differentiable curve consisting of two different cubic Beziér curves. The sketch
should include all the control points, dashed lines connecting the control points,
and also the curve itself. Also state how many control points are needed in total
to create the continuous curve.



(5p) 1:

(2p) 2:

(2p) 3:

Answers

For a) we obtain the approximate value a = 712.662 which has 6 significant digits.
The absolute error is at most |Aa| < 0.5-1073.

In b) the x = 3.7119875 - 10! in normalized form and the unit round off for the
floating point system is & = 0.5-107°. This is an upper bound for the relative error
when a number is stored on the computer.

For c) Since cos(z) ~ 1, for small z, we catastrophic cancellation will occur when
cos(z) — 1 is computed resulting in a large relative error in the result. A better
formula would be

(cos(z) — 1)(cos(z) +1)  cos?(z) =1  sin’(x)
cos(x) + 1) ~ cos(z)+ 1) cos?(z) + 1
where the cancellation is removed.

For d) The approximate value is § = /1 +a/2 = v/1.635 = 1.28 with |Rp| <

0.5-1072. The error propagation formula gives

B} 1 1
1Ay < 192 Aal = |————2||Aa < 0.004.
da 2¢/1+a/22

The total error is | Rror| < 0.004+0.5-1072 < 0.009 < 0.01. Thus y = 1.27 +0.01.

cos(zr) — 1=

)

We use Newtons interpolation formula and the ansatz p(z) = pi(z) + Rp(x) =
co+ c1(x — 1.0) + co(x — 1.0)(z — 1.3), where the last term will be used to estimate
the truncation error. Inserting the function values from the table leads to p(1.0) =
co = 1.284 and p(1.3) = ¢o + ¢1(0.3) = 1.413 which means ¢; = 0.43. The last
equation is p(0.9) = co + ¢1(0.5) + ¢2(0.5)(0.2) = 1.475 which gives ¢; = —0.24.
Thus

pi(z) =1.284 4+ 0.43(x — 1.0) and Ry(z) = —0.24(z — 1.0)(z — 1.3).

We obtain f(1.18) ~ p;(1.18) = 1.361 with |Rg| < 0.5-1072 and Ry < | —
0.24(1.18 — 1.0)(1.18 — 1.3)| < 0.52 - 1072, The errors in the function values used
also gives an error Rxr < 0.5-1072 in the result. Thus f(1.18) = 1.3614+0.62-107% =
1.361 £0.7-1072

The computational order is
f(x)=1—-2zcos(x)=1—2za+1—-b=c.

The error propagation formula gives us
of af of

Af| < =|lA —||A —||Ac| = |2z||A 1]|A 1|Ac| <

AL |5 1Al + |5 I1AD] + |-l Acl = (22| Al + [1]]AY] + [1]|Ac] S

(12a] + [b] + Jel) = pu(|2] + (2] + 1) = g,
where we have used cos(z) =~ 1, f(z) = ¢ &~ 1 and that = is small. There is no

cancellation present in these calculations. Everything turns out fine and both the
absolute and relative errors are bounded by p (since the function value f(z) =~ 1).



(4p) 4: For a) we write the Newton-Raphson method as

Tyl = Ty — f(@n)
fan)’
where f(z) is given in the exercise and f'(z) = —2z — sin(z/2)/2. There is no need

to simplify anything. Just inserting into the formula gives

r1 = 1.3360614, xo = 1.3360557, and x3 = 1.3360557

For b) the error estimate is given by

|f(Z)] _ 91 1077

1-1077.
RO

|z — ] <

For c) we state that the sequence {z,} has quadratic convergence (to z*) if

|Tn—1 — 27| _

=C.

lim ——
n—00 |Jj‘n71 — Jj‘*|2
where C'is a constant. The same limit also cannot exist for p = 3 or we would have
cubic convergence. For the Newton-Raphson method ¢(x) = x — f(z)/f'(x). Thus,

: (f'(2))? = f(@)f"(z) _ f(z)f"(x)
P (P (F@)
Since for a single root z* we have f(z*) = 0 and f'(2*) # 0 we see that ¢'(z*) = 0.
This means we have quadratic convergence.

(3p) 5: For a) we just observe that one of the multipliers (i.e. fo; = —1.7) is larger than
one in magnitude. Thus pivoting wasn’t used correctly.

For b) the Gauss transformation matrix should have the structure

1 00
M1 = —my 1 0 y
—Mo 01
where m; =2.1/0.3 = 7 and my = —1.1/0.3 = —3.667.

For c¢) we note that the last row gives the largest sum and [|A||, = | — 1.1| + | —
1.6| + |0.8| = 3.5.

(4p) 6: For a) we simply compute

, uin , uin , uin , T
A:E:A(Zz:ln Avi):Zz:ln AAvi:Zz:ln Aaiui:Zz:ln(uib)ui:b.

o; o o;

The last equality holds since m = n so b € R™ and {u;}!; is an orthonormal basis
for R™. The solution is uniqie since A has full rank so A~! exists.

7



(2p) T

(5p) 8:

For b) we write the decomposition A = UXV7T as

n
E T

A= o;u;v;
=1

where o,, > 0 as rank(A) = n. This means that Av; = o;u; # 0 for i = 1,...,n. So
the null space is only the trivial one null(A) = {0} with dimension 0. Similarily, if
y belongs to the range then there is an x such that y = Ax, or

n

y=Ar = Z cri(viTx)ui,

i=1
so the y is a linear combination of {uy,...,u,}. Thus range(A) = span(uy, ..., u,)
and the dimension of the range is n.

For ¢) we use A = USVT where U,V are orthogonal and ¥ = diag(oy, 09,...,0,).
Since U,V are orthogonal we obtain [|Ally = |[UXVT|y = [|X||2. The norm of a
diagonal matrix can be computed by

> o2y 2
|2]|2 = max —— 1%yll2 = L < g max Zyg = 0y,
verr Jyll,  werr Eyl ver™ \[ 3

with equality for y = e;. Thus ||Allz = o1. If A7! exists then A=t = VE~1UT and
|A7L |2 = [|E7Y|2. Since the diagonal elements of 7! are 1/0; the largest diagonal
element is 1/0, and ||A7Y ||y = 1/0,.

Since T'(h) = T'(0) + Ch? we get

T(4h) — T(2h) _ (47 — 2°)ChP

T(2h) —T(h) (20— 1°)Ch? 2

Insert numbers from the table we obtain

1.5826 — 1.
2P = b820 be72 = 4.1622.
1.5672 — 1.5635

Which fits almost perfectly with p = 2. In order to determine C' we use the last
equation T'(2h) — T'(h) = (22 — 12)Ch? and insert h = 0.1 to obtain C' = 0.3700.
Finally Ry = 10~* if h = \/10-4/0.3700 = 0.0164. Thus h < 0.016 is required.
For a) can use §|(1) = s5(1), or
01+2-06-1+3-04-1%=c¢,
to find ¢; = 2.5. Similarily s/(1) = s5(1), or
2:06+3-2:-04-1=2cy,

to obtain ¢y = 1.8.



For b) the sketch is

The convex hull is the area enclosed by the dashed lines. Important features of the
Beziér curve is that since both P;/P, and P3/P; have the same z-coordinate the
tangent direction of the curve is vertical at both the starting and ending points.

In c) the identity 1 = (1 — ¢t + )% = (1 — )® + 3(1 — ¢)* + 3(1 — ¢)t? + t* gives us
the weights for the control points. The cubic Beziér curve is thus

p(t) = Pi(1 =)’ + P3(1 —t)*t + P3(1 — )t + Pyt®, 0<t<1,

where the control points P, P, Ps, Py are vectors in the plane R?. The sketch should
clearly show that if you have two cubic Beziér segments then you need a total of
n = 7 control points.



